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Abstract :

In this paper, we have established three new theorems which is are on
certain studies on degree of approximation of functions by matrix transformation
under very general conditions. This work is motivated by the works of Bojanczyk,
A.W., Brent R.P, Hong FR. and Sweet. D.R., "On the stability of the Burier and
related Toepliz factorization algorithm", SIAM journal on Matrix Analysis and
Applications, 16: 40-57, (1995). Obrechkoff, N, Formules asymptotiques pour
les polynomes de Jacobi et surles series suivant les memespolynomes, Ann. Univ.
32, 39-135, (1936), Wilson and Bidwell E., A history of the theories from the age
Descartes to the close of the nineteenth century, Bulletin of the American Math-
ematical Society, 26(4), 183-184, (1913).
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1. Introduction :

The study of regular, conservative and multiplicative matrices is important
in the theory of summability for the first time, Lorentz [14] defined almost conver-
gence of a sequences. Mazhar and Siddiqui [15] proved the important result i.e. a
convergence sequence is almost convergent and the limits are the same. The
almost summability methods are defined by the idea of almost convergence of a
sequences. King [16] used the concept of almost convergence of a sequence intro-
duced by Lorentz to define more general classes of matrices then those of regular
and conservatives ones. Zygmund [ 17] has defined the approximation to a function
by trigonometrical polynomials. It is familiar that every method fails to sum diver-
gent series whose divergent series is too rapid and it, also fails to the sum the
series whose divergence is too slow. The theorems which emody this principle
belong to the class called “Tauberian theorems™.

1.1 Definition :

If a,; = 0 for n > k, A is called a lower semi-matrix or lower triangular
matrix, if a,;, = 0 for n < k, A is called an upper semi-matrix or an upper triangular
matrix. Further if a,,, # 0 for each n, 4 is said to be normal. The subject of infinite
matrices, being a recent one, abounding in 7 good research problems. A very
important application of matrices, namely to the theory of summability of diver-
gent sequence and the series was initiated by Toeplitz [8, 9, 10, 11 and 13] in 1911.
Since then, it has attached almost all researchers in the field of summability meth-
ods. In 2008, M.L. Mittle and V.N. Mishra [ 18] established a theorem on approxi-
mation of signals (functions) belonging to the Weighted W(L,,, € (1)), (p = 1) - class
by almost matrix summability method of its Fourier series. In 2014 L.N. Mishra,
V.N. Mishra, K. Khatri, and Deepmala [19], established a theorem on the trigono-
metric approximation of signals belonging to generalized weighted Lipschitz
W(Lr, E(1))(r 2 1) - class by matrix (c!. Np) operator of conjugate series of its
Fourier series. Although, the concept of absolute summability was introduced as
early as in 1911 by Fekete [2, 12] in case of Cesaro methods, and the same for
Riesz and Abel method was defined by Obreachcoff [1, 3] and Whittaker [4] in
1928 and 1932 respectively for matrix transformation in general this was consid-
ered. In 1937 by Mears [7], Sunouchi [5] proof that in an RF-transformation.



The Mathematics Education [Vol. LV (2), June 21] 23

! !
QUOTE vy,= 121 TR zle Jll, in order that (1.1.1)
= =
é i
| < o0 -Yal<1 L12
k___l'”k] k=2|’Yn Yn-l] ( )

It is necessary and sufficient that
/
nng‘]Hk—Jnk-ll< ‘M(G) (113)

However, it was reviewed by Bosanquet [6], that for the RF- transformation (1.1) to
exist, it is necessary that

]Jm’(l< kn(G) (114)

holds; the constant M((G) and £, (() being independent of k. That is to say that the
RF-transformation (1.1.1) is absolute convergence preserving if the transforma-
tion matrix G =.J,; is B ; - matrix.

2. Preliminaries :

In this research paper, we proof the following theorems-

!
Theorem 2.1 : In RF-transformation vy,= ¥ .J,, 1, necessary and sufficient condi-

tion for

I
S U= ;l_l)l;la v, are that

=1

and kizl.fﬂk-,lnk_lkM(G) Independent of ; (2.1.1)
|J, | < k,(G) ; Independent of k; (2.1.2)
Lgl}a Lp=1, &= 1; 2... (2:1.3)

Theorem 2.2 : Corresponding to every absolutely permanent FF-transformation
matrix P = (p,;), it is possible to construct an absolutely permanent RF-transfor-
mation matrix ¢ = (J,,;) by defining,
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!
= f,}k Prj (2.2.1)

Moreover, the sequence of partial sums of a series: if bounded, is abso-
lutely summable by A4 to S iff, the corresponding series is summed absolutely by
to S. In case of permanent FF and RF-transformation matrix the result analogous to
the theorem 2 is well known. Richard has given a converse of this result.

Remarks on theorem 2.2 :

The process given in theorem 2.2 is not reversible. If G is an absolutely
permanent RF-transformation matrix and the matrix P = (p,,) is defined as p,, =
Jo = J 1, then the transformation by P need not be absolutely permanent. For
Example, let J,;, = 1 for all values of n and £, so that G = (J,;) 1s an absolutely
permanent RF-transformation matrix, but when we define P, =.J, ;.- J, ;.. then for

all values of n and £, p,,, = 0 then the matrix P = (p,,;) so defined doesn’t satisfy the
condition lim ( § p,,k) =1 and according the corresponding transformation is
i =] =1

not absolutely permanent.

Theorem 2.3 : Corresponding to every absolutely permanent RF-transformation
G =(g,;) it is possible to construct absolutely permanent FF transformation matrix
P=(p,;) by defining p,, = J, 1 - &, -1 provided that gim g, = 0 for each fixed n.

We shall need the following basic results in the proof of our theorems.
3. Lemmas :

Lemma 3.1 : The FF -transformation matrix
l
Gn:kélpﬁk‘gk;nz 1.2.3... (311)
is absolutely permanent iff,

<M(p) for1,2,3,.. (3.1.2)

/ {
rz§2 ‘sz (pr;,r‘ 'prz-l, ;')

lim p,.=0fork=1,2,... (3.1.3)

—o0
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’131_1330 ( ’él p,?k} =1 (3.1.4)
Lemma 3.2 : The RR- transformation matrix

Y”:él b, n=1,2,3,.. (3.2.1)
is absolutely permanent iff the conditions

}él |b,;| < M(B), (3.2.2)

| Dy | < K, (B) (3.2.3)

i
Where, the constant M(B), k,(B) are independent of k,and . b,,=1,fork=1,2,...
are satisfied. e

4. Proof of the theorems are known as follows :
4.1 Proof of the theorem 2.1 :
Let the sequence {a,} be defined as follows -
="
o, =Y, - Y,.; set the matrix B = [()],; for which
bi=8u (k21)
but= 8k~ 8n-rky (1>1,k21) (4.1.1)

Then we have,
i
o=>2 b, u.n=12,...
" kél nk"k
The proot of the follows from corresponding conditions of lemma 3.2 for

/
X [bul< M(B)
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Independent of £ is the same as

/
2 | &k~ &r1.41 < M(G) Independent of £. 4.1.2)
n=2 ’
Also,
/ I
2 bnk: blk =+ z bnk
n=2 n=2
/
=&t 3 (guk' g:r-l,k)
n=2
= 8mk
Hence,

!
Zlbnk= 1 Fork=1,2,... is same as
-

lim g_,=1 Fork=1,2,.. (4.1.3)

n—yea

Finally, by definition (3.1) of (g,,;)-

We have,

n
8= Zl bjxb ., consequently, the condition
b=

|b,x| < k,(B) is same as
|g,.x| < k,(G) when the constant k,, 1s independent of .
4.2 Proof of the Theorem 2.2 :

For the proof of the first part of the theorem, we deduce the required condi-
tion on the matrix (& from the given condition on the matrix P. By hypothesis of the
theorem and conditions (3.1.2) of the lemma 3.1,

/

)3

n=2

m

i
¥, (pnf- Pl j) = 22|8m'( - &u1 k| < M(G) for k=1, 2,... which A 1s
=k ’ n= S

J
condition (3.2.1) of theorem 2.1. Also, by hypothesis,
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we have,
/
Enk ™~ Z pn;
=k
! k-1
= X Pnj- XDy
J=1 J=1

Therefore, by condition (3.1.3) of lemma 3.1,

/ k-1
lim g, =lim { Y D~ 2 pm-} fork=1,2,.
H—yea H—3o0 Jj=1 j=1

=1

1.e. The condition (2.1.3) of Theorem 2.1 1s also satisfied from condition (3.1.4)
of lemma 3.1, it follows that

]gnk| = <

!
2 Py
J=1

/
2 Py
j=k
= Pn Say
Hence |g,.|<k,(G),

where £,(G) is independent of k. Thus, all three condition of the theorem are
reduced. In order to show that the condition of partial sums being bounded is
essential in the second part of the theorem.

We consider the following example,
Let, p,.=0 fornandoddk

=( foreven k< 2n

k
n-=-1
=2 2 forevenk.

This matrix P = (p,,) gives absolutely permanent FF-transformation. The
element g, of the corresponding matrix,
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G = (g, as follows -

h‘-—k—H
=2 2 foroddk>2n

Thus, for all values of &, when » takes greater than £,

Again,

1.e.

Entk = L

lim g,,=1fork=1,2,3,... and,

H—»00

|g.] < 2" < k,(G) Independent of &.

&k~ &na k= 0fork<2n=2(n-1),
=lf0rk=2n,
2

n-kil-l
=2 2 foroddk>2n,

‘.
n-=-1
=2 2 forevenk>2n.

(4.2.1)

(4.2.2)
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Accordingly, we have

/
Z’)| nk~ gnl.-‘(] 0 for k
n=2

3

”_!r_kl_l
2

2

MI\Jl

1

=
Il

- _2-;—(k+l)

< 1 forodd k> 2n,
k

/ 3

Y ]gnk'gn-l.k|: 282

n=2 =1

k

=1-22
< 1 foreven k> 2n.

Thus, in all cases,

/
HE" |gmf( = gn-l,k'] < M(G)

For independent of £.

29

(4.2.3)

Hence (4.2.1) - (4.2.3) show that the matrix G =(g,;), s completed is the matrix of

the theorem 2.1.
i

The sequence {s,,} of the partial sum of the series Z uﬂ =2-2+4-4+8

-8+ ---isnot bounded This sequence {s,} is summed absolutely by p to 0; where

as none of the series Z &V converges.
=1

This proves the necessity of the boundness condition.

We have,

Z PukSik— z |gnL gn A+1]
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!
= kél Euk Uy, -gn,m—il S

Therefore

M=y

Z PukSk= lim {Z Enk Vi~ n,m15 !?}

/

Z‘ gV, (4.2.4)
Since, g,, ,,+1 — 0 as m.
By definition of g,; and {s,,} is given to be bounded.

The existence of the expression either side of equality (4.2.4) implies that
of the other. Hence, the proof of the theorem is complete.

4.3 Proof of the theorem 2.3 :
The condition (2.1.3) of the theorem 2.1 and the definition of p,, gives
hm Pukc= Ilm 8k - En,ie+1)
=0fork=1,2,..
This is the condition (3.1.3) of lemma 3.1

Next,

z prrk Z ([(g)]nk 8, k+l)
= &nl + }Im grr,k-i-l
iy
—&nl

By hypothesis, therefore

!
lim (Z pm,(] = lim g,,=1 by theorem 2.1.
= n—yo0

n—es | f
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Again,
By definition of p, .,
We have,
i / / !
Where,
anj: En-1,j~ 8nj
Now,
I
nl:l—lgo(,gk (Ot 1~ a”'l’k)J
= A}E}W (Ocn-l,mﬂ = Ocn-l,k)
==k
Then,
1| ! /
2 g« (pm"pn-l,j) . 2 lgnk'gn-l,k| < M(G)
n=2 | j=k n=2

31

By condition (2.1.1) of theorem 2.1, the proof of the theorem is thus
complete. It may be noted here, that because of the stronger hypothesis QUOTE
fl_im g, = 0 for each fixed n; we did not use the condition (2.1.2) of the theorem

2.1 in the proof of this theorem.
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