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Abstract:

This research paper proposes the Quick simplex method to solve the
Quadratic Programming Problem (QPP) for the very first time. The same had
been introduced to solve the Linear Programming Problem (LPP) by Vaidya et
al. In this paper, we used the Quick simplex method to solve linearly factorized
quadratic optimization problem. These types of problems are concerned with
the non-linear programming problems of optimizing (maximizing/minimizing)
the objective function subject to a set of linear inequality constraints. The
proposed method is more efficient as compared to traditional simplex method
as it attempts to replace more than one basic variable simultaneously.

[24]
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Introduction:

Quadratic Programming Problem (QPP) is one of the simplest forms of
Non-Linear Programming and used to solve the problems of optimizing an
objective function of quadratic form or a linearly factorized quadratic objective
function. The objective function of QPP can contain bilinear terms and the
constraints are linear and can be both equations and inequalities. QPP is used widely
in Signal and image processing, to perform the Least - squares approximations and
estimations, to optimize financial portfolios and to control scheduling, etc. Wolfe'
developed simplex method to solve QPP. To deal with these types of problems,
several methods have been proposed. Some of them are mentioned here which
suits to our research. Jayalakshmi, M. et al? introduced a method to solve quadratic
programming problems having linearly objective function. Further, Jain et al>*
developed techniques for modeling of QPP by Gauss elimination technique and
nature inspired modified Fourier elimination technique. Game problems was solved
through Quick Simplex Algorithm by Vaidya etal’. Vaidya et al® presented an optimal
solution of LPP by Quick Simplex Algorithm. A comparison between various
entering vector criteria with quick simplex algorithm for optimal solution to the
linear programming problem was discussed by Vaidya et al”. Graphical view of quick
simplex method was described by Vaidya et al®. Vaidya et al’ discussed the applica-
tion of quick simplex method on two phase method. Vaidya'® presented application
of quick simplex method on the dual simplex method. Also, Vaidya et al'! explained
graphical view of quick simplex method to solve LPP. In this research paper, we are
proposing Quick simplex method for QPP for the first time in the literature.

Preliminaries:
Linear Factorized Quadratic Optimization Problem:

Consider a quadratic optimization problem in which the objective function
can be expressed as the multiplication of two linear functions as follows:
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Maximize f(x) = % »Oxte'xtd
= (ClTx + oc)(csz +B)
such that Ax<bh
and x>0
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Where d, o, B are scalars, 4 isan m x n matrix and x”, ¢, ¢, c

G Ko

0 be a symmetric matrix of order n x n.

Quick Simplex Algorithm [10]:

The steps of quick simplex algorithm to solve QPP are as under:

1.

We have to form as many separate linear programming problems as given in the
linearly factorized optimization problem under consideration.

The objective function of every linear program must be in maximization form. If
it is not so, then we have to convert it into maximize form by using the standard
resulti.e.,

Maximize Z; =— Minimize Z,

The components of requirement vector i.e., b; must be positive always. If any
one of the b, is not positive, then we have to make it positive by multiplying the
corresponding inequality by -1.

We have to convert all the inequalities involved in the given problem into strict
equations by using slack, surplus or artificial variables (if required).

Prepare an initial simplex table as usual traditional method and obtain an initial
basic feasible solution.

. Calculate the components of net evaluationrow i.e., Z,— C; (j=1,2,3, ..., n)

as usual.
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7. We have to select most negative element in net evaluation row. Now, we find
ratio p,, (say) for positive a,,. If all the entries of the j™ column are negative
then go for next most negative net evaluation. If only one net evaluation is
negative and all the entries in the /™ column are negative, then the problem has
an unbounded solution and procedure ends here otherwise go to the next step.

8. Select the minimum ratio among ;. Let it be ;. If there is a tie in the ratios,
one can break the tie arbitrarily.

9. Pivotal element will be a;; corresponding to 1.

10. If number of pivotal elements is less than m, then we have to check if any more
negative net evaluation is left. If it is so then go to point 8, ignoring row and
column of pivotal element otherwise go to the next step.

11. The incoming variable is the variable corresponding to the column of pivotal
element. Incoming variables replace the variables corresponding to the row of
the pivotal elements. It is to be noted that the number of pivotal elements say r.
Then we define key determinant of order 7 x by using sub matrix of matrix 4
whose diagonal elements are the pivotal elements.

12. Calculate the entries for new basis.

13. If all the entries are positive, then the above replacement of such variables is
permitted and one can proceed further. If not so, then we have to follow point
no. 15.

14. Now, we have to develop a new simplex table by replacing the » variables simul-
taneously.

15. We have to check for optimality of the solution by using net evaluations.
(a) Ifall the entries of net evaluations are positive, then this is an optimal one.

(b) If not so, then go to point no. 6.
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Ilustration:
Consider the linearly factorized quadratic programming problem

Max. Z=(5x+3y)(5x +2y+ 1)

s.t. x+3p<15
x+2p<10
and x,y>0

At first, we have to form two linear programming problems from the above
quadratic programming problem.

Problem I:
Max. Z; = (5x + 3y)
Bk Srav=is
Sk 2y £ 10
and x; =0
Problem II:
Max. Z,=(5x+2y+ 1)
BLE. et ou= 15
5x+2y<10
and x,y>0

After adding slack variables S, and S,, above problems become

Problem I:
Max. Z; = 5x + 3y + 0S5, + 0S5,
s.t. 3x+5y+5;,+05,=15
5x+2y+0S;+5,=10
and x,¥,8,8,>0
Problem II:
Max. Z, =5x+2y+1+0S5,+0S,
s.t. 3x+5y+5;,+05,=15

5x+2y+0§;+5,=10
and x,¥,8,8,>0
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Solution of problem I by Quick Simplex Algorithm

Gls |3 oo [rR|R)]
Cg | X b X y S A
0 S| 151315 1 ]o0 |53
0S| 10|52 1o 1 |25
 Z-CG> |5 |3 |0 |0 J

It is very much obvious from the net evaluations that we can introduce two
variables firstx then y as incoming variables and they can be replaced by S, and §;.
In Quick Simplex algorithm, one can directly get third simplex table. Introduction
of entering variables should be in such a manner so that pivotal elements may occur
in different rows.

53
We can directly obtain third simplex table by using the determinant R =‘2 5 ‘z 19

(We have to adjust pivotal elements in diagonal form if not so)

Here R is a key determinant and |R| is used as a denominator to calculate
each element in the third simplex table. Now, we can calculate the values of the
basic variables in the third simplex table as follows:

515 15 3
p210l_ 20 ol _ss
19 R 19

Since the values of the basic variables x and y are positive and non-negative
constraints are satisfied, therefore such transformation is permitted.

Now, new §; column for the third simplex table will be as follows:

“ 51
0 _20_ 2
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Also, new S, column for the third simplex table will be as follows:

0 3 ‘5 0
15 3 |21 5
feor——= e o=
R 19 R 19
Final Table
¢ ls | 3] o] o]
CB XB b X y S1 S2
45 S |3
3 |1y 19 0 1 19 | 19
20 2| 5
501 x |19 /| 0 19 | 19
S5 | 16
Zi- G- 0 1 0| 79| 19

Since all the entries of net evaluations are positive, therefore this is an
optimal solution. An optimal solution of the problem I is as follows:

After adding slack variables §; and S,, problem Il reduces to

Max. Z=5x+2y+1+0S,+0S,
st 3x+5y+5,+05,=15

5x+2y+0S;,+5,=10
and x¥,8,8,>0

Solution of problem II by Quick Simplex Algorithm

Gls|l2]o0o]o0o |rR|R]
Cg | Xp b X y S S5
0 | S| 153 ] 5 |10 |53
0S| 105 ] 2101 ] 215
 Z-C> |5 |2 |0 | o
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It is very much obvious from the net evaluations that we can introduce two
variables first x then y as incoming variables and they can be replaced by S, and §;.
In Quick Simplex algorithm, one can directly get third simplex table. Introduction
of entering variables should be in such a manner so that pivotal elements may occur
in different rows.

53
We can directly obtain third simplex table by using the determinant R :‘ 7 5‘ =19.

(We have to adjust pivotal elements in diagonal form if not so)

Here R is a key determinant and |R| is used as a denominator to calculate
each element in the third simplex table. Now, we can calculate the values of the
basic variables in the third simplex table as follows:

’5 15 153
210 20  |105] 4
G- R .~ T y__ e s

R 19’ R 1

W

x:

Since the values of the basic variables x and y are positive and non-negative
constraints are satisfied, therefore such transformation is permitted.

Now, new §; column for the third simplex table will be as follows:

’l 3’ 3 1

0 5/_5 20 2

x: :_,y:—.:——.
R 19 R 19

Also, new S, column for the third simplex table will be as follows:

‘0 3 |5 0
15 3 2 1 5
x:_:__ T —— | S

2

R 19 R 19
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Final Table

CB XB b X y Sl Sz
45 5 3

2 |y |19 |0 1 | 19| 19
20 2 S

5 x 15 1 0 | 19 19
Z—Ci> 0 0 0 1

\. .

Since all the entries of net evaluations are positive, therefore this is an
optimal solution. An optimal solution of the problem II is as follows:
x=@,y=£ and Max. Zz=&
19 19 19
Therefore, an optimal solution of linearly factorized quadratic programming
problem is as follows:
20 45 [235] [209] _ 49115

x=—,y=— and Max. Z=7,7,=
19 19 19/\19 361

Conclusion:

One can easily verify the above solution by traditional simplex method,
graphical method, Gauss elimination technique, Modified Fourier elimination
technique, etc. in case of linear programming problems to validate our claim. Quick
simplex method involves either lesser number of iterations or at the most equal
number of iterations as compared to traditional simplex method because Quick
Simplex method replaces more than one basic variable simultaneously.
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