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Abstract :

This study is done to predict the sales of products in superstore, for the
companies to help them in planning future demand for the products in particular
areas, cities, regions, elc.

In this case, superstore data of US has been used for the study to under-
stand the customers and their needs.

Certain visualizations are done in order to understand the behaviors of
the sales data according to the situation and customer's interest. Data patterns
and trends are observed to draw the conclusions on the sales. As the major
motto of a retailer is to make profits by selling the product, there is a need for
him to understand the data variations with the change in time, climate, regions
and customer s interest. Thus to make his work easier, he will use the resulted
visualizations formed out of the sales data. These visualizations help him better
understand the change in sales which he can use in order to control the inventory
in the superstore and earn profits by reducing loses.
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Hence this paper provides efficient ways of analyzing the sales data of
a superstore, finding the reasons for the increase and decrease in the sales,
controlling product imports and attaining a profitable business.

Introduction :

Regression analysis is a predictive modeling technique which estimates the
relationship between two or more variables. Regression analysis focuses on the
relationship between a dependent (target) variable and independent variable(s) (pre-
dictors). Here, dependent variable is assumed to be the effect of the independent
variable(s). The value of predictors is used to estimate or predict the likely-value
of the target variable.

To do this, we first try to assume a mathematical relationship between the
target and the predictor(s). The relationship can be a straight line (linear regression)
or a polynomial curve (polynomial regression) or a non-linear relationship (non-
linear regression). This can be done through various ways. The simplest and most
popular way is to create a scatter plot of the target variable and predictor variable.

Once the type of relationship is established, we try to find the most-likely
values of the coefficients in the mathematical formula.

Regression analysis comprises of the entire process of identifying the target
and predictors, finding the relationship, estimating the coefficients, finding the pre-
dicted values of target, and finally evaluating the accuracy of the fitted relationship.

Coefficient of Determination:

Now, we look at the R-squared value of the model, which is also called the
“Coefficient of Determination”. This statistic calculates the percentage of varia-
tion in target variable explained by the model. The below illustration captures the
explained vs. unexplained variation in data

R-squared is calculated using the following formula:

R Explained Variance ¥ (- Y)’
Total Variance > (Y- Y)?
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R-squared is always between 0 and 100%. As a guideline, the more the
R-squared, the better is the model. The objective is not to maximize the R-squared,
since the stability and applicability of the model are equally important. Next, check
the adjusted R-squared value. Ideally, the R-squared and adjusted R-squared values
need to be in close proximity of each other. If this is not the case, then the analyst
may have over fitted the model and may need to remove the insignificant variables
from the model.

Residual Analysis:

We can also evaluate a regression model based on various summary statistics
on error or residuals. Root Mean Square Error (RMSE): Where we find average of
squared residuals as per the given formula:

1 «n 73
RMSE=\/FZI-=1(Y§- )

Simple Linear Regression Best Fitted Line:
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Simple Linear Regression:
» We have the Root Mean Square Error (RMSE) of 28.4.
» Variance score: 0.90.
» R-square: 0.89.
» Cost has a significant effect on the Sales of the Products.
Multiple Linear Regressions:

» Variance Score is found to be 1.00 in Sales for variables Category, Quantity,
Cost and Discount etc.

» Root Mean Square Error is found to be 2.25.
» Adjusted R-square 1s 88%.

Our study also shows that variables like Category, Sub-Category, Quantity,
Cost and Discount has significant impact on Sales of the Products.

Y
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